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Abstract  

Images can provide a valuable complement to online informa-
tion resources. We suggest a method for automatically sug-
gesting appropriate illustrations for anatomically-oriented 
text. The system we are developing uses natural language 
processing and domain knowledge in the Unified Medical 
Language System (UMLS),  relying particularly on ‘part of’ 
information in an anatomical ontology. We discuss the appli-
cation of our methodology to a set of gastrointestinal endo-
scopy reports and provide examples linking text to images in 
several online image repositories.  

Keywords:   

Natural language processing, anatomical images, Unified 
Medical Language System 

Introduction  

We recently began research to connect the language of bio-
medical text with images illustrating the semantic content of 
that text.  Although images provide a valuable complement to 
text-based information sources, significant challenges are in-
volved in affording effective access to image databases.   

In information management research, attention is paid to vari-
ous aspects of accommodating images, including indexing 
through direct computation on images [1], [2], [3] and the 
development of methods for representing image content for 
effective retrieval [4], [5].  A variety of methods address ways 
that the retrieval of images differs from retrieval of text, re-
gardless of the indexing methodology [6], [7], [8] [9].  Navi-
gational aids are being developed [10] for image databases, 
and recently, the interpretation of captions associated with 
images in the biomedical research literature has been ad-
dressed [11]. 

Our research complements this work by focusing on auto-
matically selecting illustrative images for anatomical text 
based on the UMLS knowledge sources [12] and natural lan-
guage processing to characterize the semantic content of text. 
In the initial phase of this project we concentrate on the auto-

matic illustration of gastrointestinal endoscopy (GIE) reports 
with appropriate anatomical images.  We are developing our 
methods by processing a set of (anonymized) GIE reports 
from Clarkson University Hospital, Omaha, Nebraska. 

Anatomy is often viewed as foundational to the life sciences, 
and digital anatomical image datasets, such as the Visible 
Human Project [13], are being developed to provide access 
to anatomical resources for health care professionals and re-
searchers as well as students and the public.  Our research 
facilitates this access by seeking to provide a seamless con-
nection between online text and images. 

There are several possible approaches to automatically deter-
mining appropriate anatomical illustrations for biomedical 
text. One method might simply provide an image for each 
anatomical concept found in the text. However, this is not an 
optimal solution when several parts of a coherent structure are 
discussed. Nor is it ideal when the parts of a structure are 
mentioned but the structure itself is not explicitly articulated. 
In both situations it would be better to have an illustration of 
the entire structure.  

These phenomena prevail in GIE reports.  For example,  ana-
tomical concepts are highlighted in the text in (1), taken from 
the description of findings section of a report. 

1. The endoscope was introduced past the cricopharyngeus 
down through the esophagus and into the stomach. Py-
lorus was identified and intubated. Second portion of 
the duodenum and duodenal bulb were examined. 

Rather than providing a separate image for each anatomical 
concept in (1), illustrations reflecting the fact that the crico-
pharyngeus is part of the pharynx (not mentioned) and that the 
pylorus is part of the stomach would be more informative. 
Further, when the entire text is considered, an image of the gut 
(with labeled parts) would be most useful.  

In this paper we discuss a method for suggesting optimal illus-
trations for clinical text based on natural language processing 
that provides support for determining how the anatomical con-
cepts mentioned in a section of text interact in a ‘part of’ 
hierarchy. We draw on natural language processing tools be-
ing developed at the National Library of Medicine as well as 



the medical domain knowledge contained in the UMLS 
Metathesaurus.  Of particular importance for this project is 
the University of Washington Digital Anatomist Symbolic 
Knowledge Base (UWDA) [14], [15], one of the constituent 
sources in the Metathesaurus.  This is an anatomical ontology 
that includes entities arranged in taxonomic (‘isa’) as well as 
meronymic (‘part of’) hierarchies.   

Methods 

Processing to connect images to text falls conveniently into 
two phases: a) text-to-ontology processing and b) ontology-to-
image processing. The first phase identifies anatomical con-
cepts in text and determines which concepts should be used to 
select the best image to illustrate the content of that text. On-
tology-to-image processing is concerned with locating images 
for the concepts identified in the first step; this involves the 
characteristics of the images contained in a particular database 
and how they are indexed. Although our primary focus in this 
paper is text-to-ontology processing, we include some discus-
sion of the issues involved in accessing online anatomical 
images.  

Text-to-Ontology Processing 

In this project, text-to-ontology processing is concerned with 
determining the anatomical content of GIE reports, which 
relies on two notions:  a) categorization of the concepts in-
volved and b) the ‘part of’ relations that obtain among the 
structures named by those concepts.  

Each Metathesaurus concept is categorized by one or more 
semantic types, such as ‘Phamacologic Substance’ and ‘Dis-
ease or Syndrome’. Semantic types have been merged into 
coarser grained semantic groups [16], and the semantic group 
for anatomy includes ‘Anatomical Structure’, ‘Body Location 
or Region’, ‘Body Part, Organ, or Organ Component’, ‘Body 
Space or Junction’, ‘Body Substance’, ‘Body System’, ‘Cell’, 
‘Cell Component’, ‘Embryonic Structure’, ‘Fully Formed 
Anatomical Structure’, and ‘Tissue’.   

Concepts occurring in the UWDA ontology are situated in a 
‘part of’ hierarchy as appropriate.  For example, stomach is 
‘part of’ the foregut which is ‘part of’ the gut. 

We first map input text to the Metathesaurus and then limit 
concepts to those that have a semantic type in the Anatomy 
group and  that occur in UWDA. Such concepts are submitted 
to further processing in the gastroenterology domain, and the 
‘part of’ hierarchy is then used to group them into coherent 
structures that form the basis for suggesting images.  

Selecting anatomical concepts 
Our natural language processing to support image selection is 
based on previous work applied to anatomically-oriented text 
[17], [18]. Input is subjected to look-up in the SPECIALIST 
Lexicon [19] and a stochastic tagger [20] to resolve part-of-
speech ambiguity.  An underspecified syntactic parser then 
provides simple noun phrases to MetaMap [21],  which 
matches text to concepts in the Metathesaurus.   

Further processing is applied to anatomical concepts in order 
to resolve ambiguity, context-specific meaning, and missing 
synonyms in the gastroenterology domain [22]. For example, 
rugae is mapped to the concept “Gastric rugae”  and antrum 
to “Pyloric antrum.” The term mid esophagus (which does not 
occur in the Metathesaurus) is resolved as “Middle third of 
esophagus.” 

Anatomical concepts identified by this processing are high-
lighted in (2). 

2. DESCRIPTION OF FINDINGS: The patient was placed 
in the left lateral decubitus position.  The upper endo-
scope was inserted into the esophagus and advanced to 
32 cm where the patient’s anastomosis was noted.  This 
appeared widely patent.  The endoscope was advanced 
into the stomach which showed part of the stomach 
above the diaphragmatic hiatus. The endoscope was eas-
ily advanced through the pylorus, into the duodenum. 

Non-anatomical Metathesaurus concepts, such as “Left lateral 
decubitus position,” with semantic type ‘Spatial Concept’, and 
“Endoscope (‘Medical Device’) were identified by MetaMap 
but eliminated. Although diaphragmatic hiatus is an anatomi-
cal notion, this term does not occur in the Metathesaurus and 
should be mapped to the concept “Hiatus esophageus of dia-
phragm” in this domain.  

Determining ‘part of’ relations  
Processing aimed at selecting appropriate anatomical images 
begins by examining the anatomical concepts identified in the 
previous step. As suggested above, the distribution of these 
concepts in the UWDA ‘part of’ hierarchy is an important 
component in selecting an appropriate anatomical image for 
that text.  This distribution is computed by first determining 
the line of ascent in the ‘part of’ hierarchy for each relevant 
concept.  A line of ascent includes the concept of interest as 
well as all direct ancestors. For example, the lines of ascent 
for the anatomical concepts in (2) are shown in Figure 1. Al-
though “Anastomosis” is in the Anatomy group, it does not 
appear in the UWDA ‘part of’ hierarchy. 

 
Figure 1. Lines of ascent for anatomical concepts in (2) 

Once lines of ascent have been determined, they are grouped 
into “families” sharing a common ancestor, and the lowest 
common ancestor is computed for the family with the largest 
number of members. For example, the line of ascent for 
“Esophagus” is [Esophagus, Gut, Abdomen] while the line of 
ascent for “Stomach” is [Stomach, Foregut, Gut, Abdomen].  



The lowest common ancestor for these concepts is “Gut.”  The 
lowest common ancestor and its descendants are shown in tree 
form in Figure 2 for the largest family from the lines of ascent 
in Figure 1. 

 

 
Figure 2.  Lowest common ‘part of’ ancestor (gut) for the con-
cepts in (2) 

An image that represents a coherent section of a GIE report 
should be broad enough to incorporate all relevant terminol-
ogy,  and we suggest that an image of the lowest common 
ancestor of the largest family satisfies this requirement.  Ap-
propriate illustration should also display anatomical detail.  
For this, images of the descendants of the lowest common 
ancestor can be displayed.  In the current example, the user 
can be given the option of viewing the larger structure (e.g. 
gut) or detailed images of a specific location or region of that 
structure (e.g. stomach or esophagus).  

Ontology-to-Image Processing 

After the lowest common ancestor and its descendants have 
been identified, it would be ideal to search the Internet and 
return images that correspond to those concepts; however, 
effective retrieval depends on the characteristics of online 
image databases. Such databases contain images of diverse 
content based on various points of view of anatomy. Some 
contain macroscopic images of varying level of detail either in 
the form of drawings or photographs of cadavers, while others 
contain microscopic or endoscopic images from various body 
systems. Further, anatomical image databases may be indexed 
using various features, including terms from a specific con-
trolled vocabulary. In order to access these resources effec-
tively it is necessary to know these characteristics ahead of 
time.  

Choosing the most useful anatomical images as illustrations 
for text depends on the needs of the user in addition to the 
semantic content of the text. Gross anatomical images with 
labeled structures may be appropriate for students and con-
sumers. However, a specialist may only be interested in gas-
trointestinal endoscopic images, for example. As a pilot pro-
ject, we are exploring methods for providing images from 
several anatomical  points of view to illustrate the content of a 
document.  

The Visible Human database is indexed with UWDA concepts 
and has an associated mechanism for finding and retrieving 
images, AnatQuest [23]. However, currently, available images 
are limited to the thorax.  

We manually selected three online repositories containing 
gastrointestinal images. The Medical Encyclopedia in 
MEDLINEplus contains drawings of gross anatomy images 
from A.D.A.M., Inc. GASTROLAB, a collection of selected 
gastrointestinal endoscopic images, is indexed with terms 
from the Metathesaurus Version of Minimal Standard Termi-
nology Digestive Endoscopy (MTHMST) terminology. Fi-
nally, Bristol Biomedical Image Archive has micrographs 
indexed with Medical Subject Headings (MeSH). 

In order to facilitate an automatic link between the output 
from our semantic content processing and these three reposi-
tories of images, we created an ancillary database for each 
online resource. The ancillary databases have two fields, one 
for an indexing term and another for a URL accessing an im-
age of that concept.  In each local database the indexing terms 
are drawn from the vocabulary appropriate to the online image 
repository.  For example, the entries in our database for the 
endoscopy images are shown in (3), where the entries in the 
first field are terms from the MTHMST vocabulary. 

3. Pharynx|http://www.gastrolab.net/ya469x2.jpg 
Pylorus|http://www.gastrolab.net/ya048h.jpg 
Duodenum|http://www.gastrolab.net/ya406x.jpg 

Preliminary Evaluation 

Given the exploratory nature of this research attempting to 
automatically suggest the best images for anatomically-
oriented text, we have so far not conducted a formal evalua-
tion of the software being developed. Informal evaluation 
suggests that although identification of anatomical concepts is 
generally accurate, some problems remain. For example, the 
system currently does not recognize any anatomical concepts 
in the sentence, Examination reveals normal bulb, second, 
and third portion, which refers to the following concepts: 
“Superior part of duodenum,” “Descending part of duode-
num,” and “Horizontal part of duodenum.”  In order to iden-
tify these concepts the term bulb should be resolved to the  
“Superior part of duodenum.” Further, and more challenging, 
processing is required to determine that the terms second and 
third portion refer to the appropriate parts of the duodenum.  

We have not yet addressed the more difficult issue of evaluat-
ing the appropriateness of the images suggested by the system 
as illustrations for a given text. Such evaluation depends on 
several variables in addition to the accuracy of the identifica-
tion of anatomical concepts. These include characteristics of 
the available images as well as the user’s level of interest and 
point of view.  

An Example 

There are several steps that must be completed before images 
are accessible to a user. Once the lines of ascent and lowest 
common ancestor have been found, we use the UMLS Knowl-
edge Source Server [24] to find corresponding MeSH and 
MTHMST terms for each concept, which allows access to the 
indexing terms in our ancillary databases. The user can then 
choose a concept to be illustrated and specify a point of view, 
macro-, micro-, or endoscopic. The program then looks up the 



up the corresponding entry in the appropriate ancillary data-
base and resolves the URL to retrieve an image. For example, 
semantic content output for the input text from (2) above is 
given in (4). 

4. [Duodenum,Small intestine,Intestine,Gut,Abdomen] 
[Esophagus,Foregut,Gut,Abdomen]  
[Pylorus,Stomach,Foregut,Gut,Abdomen]  
[Stomach,Foregut,Gut,Abdomen]  

 
Lowest Common Ancestor: Gut  

Example illustrations available for these concepts are given 
below. Figure 3 is a macroscopic image of the gut from 
A.D.A.M., Inc. from the MEDLINEplus Medical Encyclope-
dia; Figure 4 is an endoscopic view of the pylorus from 
GASTROLAB; and Figure 5 is a micrograph of the duode-
num from the Bristol Biomedical Image Archive. 
 
 
 

 

 

 

 

 Figure 5.  Microscopic image of the duodenum
 

Conclusion 

We have discussed a methodology for automatically suggest-
ing appropriate images to illustrate anatomically-oriented text. 
Concentrating on gastrointestinal endoscopy reports, we use 
natural language processing to map text to concepts in the 
UMLS. In particular, the UWDA ‘part of’ hierarchy is used to 
guide the selection of the best image for a text. We provide 
examples linking concepts to images in several online image 
repositories.  
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